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Abstract

This paper presents a constraint-based type inference algorithm for
a subset of the JavaScript language. The goal is to prevent accessing
undefined members of objects. We define a type system that allows
explicit extension of objects through add operation and implicit
extension through method calls. We prove that a program is typable
if and only if we can infer its types. We also extend the type system
to allow strong updates and unrestricted extensions to new objects.

1. Introduction

JavaScript is a widely used scripting languages for Web applica-
tions. It has some flexible language features such as method up-
date and method/field additions. These features are also potential
sources of runtime errors such as accessing undefined members of
objects. Since JavaScript is a dynamic language, it cannot statically
determine which members have been added to an object at each
program point and programmers have to rely on documentation or
other tools to avoid these types of mistakes.

Past research have proposed the use of static types to keep
track of members added to objects with some design variations.
One design choice, taken by Anderson et al.’s type inference algo-
rithm [4], is to use flow-sensitive object types that distinguish two
types of object members: definite members (ones that have been
defined) and potential members (ones that may be defined later).
Only definite members may be accessed while potential members
may become definite after object extensions. This design allows
objects be extended at any time. Another design choice, seen in
Recency Types [10] and Bono and Fisher’s calculus with object ex-
tensions [5], is to use two sets of object types: one set allows object
extension while the other set does not. The idea is to model objects
at initialization stage using extensible object types and after that,
the objects are given fixed types. With this design, the extensions
made to objects at initialization stage are not restricted by the initial
types of the objects. To support this behavior and also allow objects
be extended after initialization stage, one can also have features of
both approaches above in one type system [7].

In this paper, we present a type system and a type inference
algorithm based on the last design choice to have two sets of
object types. One set consists of singleton types assigned to new
objects in local scope to allow strong updates where members of
an object can be replaced by values of different types and to permit
unrestricted extensions. The other set consists of flow-sensitive obj-
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types that distinguish definite and potential members. We allow a
variable of a singleton type and a variable of an obj-type to point
to the same object though the two types must be compatible so that
their common members cannot have strong updates. However, the
variable of the singleton type can still have strong update on other
members and have unrestricted extensions.

Our type system keeps track of members added to an object by
both explicit method/field add operation and self-inflicted exten-
sion [7], which is the extension that an object made to itself upon
receiving a message. We do not model implicit extension of objects
through function parameters though this type of extensions can be
treated in a way similar to the extensions to self.

1.1 Motivating examples

1 function Form(a) {

2 this.id = a;

3 this.set = setter;
4}

5 function setter(b) {
6 this.handle = b;

7 return O;

8

}
9 function handler (c) {
10 // do something
11 return O;
12}
13 // main
14 x = new Form(1);
15 z = x.handle (1); // error
16 y = x.set(handler);
17 z = x.handle (1); // OK

Figure 1. Example of self-inflected extension

Figure 1 is an example of self-inflicted extension, where Form
is a constructor function that return new objects with a field id
and a method set, which adds a handle method to the current
object. In the main program, we create a Form object and call its
handle method before and after calling its set method. When
handle is called at line 15, there should be a runtime error since
handle is not yet defined in the Form object x. However, it is OK
to call handle for the 2nd time (line 17) since set has added this
method to x. Anderson’s algorithm [4] does not allow this call
since it only considers members added to objects by explicit add
operations while handle is added indirectly by the method set.
Our type system keeps track of both types of object extensions.
Consequently, it can determine that the variable x at line 17 refers
to an object with the method handle.

We also consider an extension to our type system to support
strong updates to new objects where an object’s member may be
replaced by a value of a different type. Since obj-types are not



extensible, object extensions are limited by the potential members
in the object types. Also, strong updates to definite members are not
allowed. This is not a problem for an empty object since we can
give it a type with any potential members. However, new objects
instantiated from a constructor function have the same type — the
return type of the constructor function, so that potential extensions
made to these objects are limited by this type — the types of the
definite members cannot be changed. JavaScript allows constructor
functions to return any objects though, in many cases, the expected
behavior of a constructor function is to return a new object each
time it is called through the new operator. For other cases, one
can make an ordinary function call instead. Therefore, we only
consider this behavior of the constructor functions. We extend our
type system with a kind of singleton types to support strong updates
and unrestricted extensions to new objects.

1 function F(x) {

2 this.a = 1;

3 this.b = "one";
4}

5 x1 = new F(0);

6 x2 = new F(0);

7 x1.b = true;

8 x1.c = 2;

9 x2.c = false;

Figure 2. Strong updates and unrestricted extensions to new ob-
jects

For example, the program in Figure 2 creates two F objects x1
and x2, and extends x1 and x2 with field c of integer type and
boolean type respectively. Also, the member b of object x1 received
a strong update — its type is changed from string to boolean. We can
allow this by assigning singleton types to x1 and x2.

In summary, we make the following contributions:

¢ a sound and complete type inference algorithm for a small sub-
set of JavaScript language to keep track of new members added
to objects through add operation and self-inflicted extensions.

e an extension to our inference algorithm to allow strong updates
and unrestricted extensions to new objects

In the rest of paper, we first give an informal discussion of our
approach in Section 2. Next, we formalize a type system on a small
subset of JavaScript to support self-inflicted extension. We present
the syntax, type rules, and operational semantics in Section 3. We
explain the details of type inference algorithm and its correctness in
Section 4. We explain the extension to add singleton types to new
objects in Section 5.

2. Approach

We follow the design of Anderson’s type system [4] by labeling
each member of an object type as potential or definite to indicate
whether the member is possibly defined or definitely exists respec-
tively. The labels are inferred along with the types of a program.
The inferred type of a function also includes a (possibly empty) set
of names of members that are added to the receiver object during a
call to the function.

Consider the example in Figure 1, the type of the variable x at
line 14 can be written as

ty = [id : (int, @), set : (tsetter, ®), handle : (tnandier, ©)]

where e labels definite members while o labels potential members.
Each distinct object type and function type has a name and is
defined with an equation, where the right-hand-side shows the

structure of the type. Each type name may be referenced in the
definitions of some other types.

We support width subtyping of object types but not depth sub-
typing. For example, type ¢« is a subtype of ¢t where t = [set :
(tsetter, ®)]. Also, it is safe to give an object with a member m a
type that labels m as potential. For example, ¢ is a subtype of ¢’
where t’ = [set : (fsetter, ©)].

Notice that the handle method of ¢, is a potential method
only and it is illegal to call methods with such a label (e.g. line
15 of Figure 1). A potential member becomes definite after an
assignment. The function call at Line 16 adds the handle method
to x. Therefore, the type of x at line 17 is

t, = [id : (int,®), set : (tsetter, ®), handle : ({handier; ®)]-

Hence, it is safe to call handle then.

The method call x. set (handler) updates the receiver object x
with the function handler. To obtain the information about which
members are added to the receiver object, we define function types
in the form of

(to,M) X T1 — T2

where % is the type of this pointer, 71 and 7 are parameter and
return type respectively. The meta variable 7 ranges over object
types, function types, and primitive types such as int, and a top
type. M is a set of names of the members that are added to the re-
ceiver object by the function. The type of the function setHandle
is then

tsetter = (to, {handle}) X thandler — INt

where to and thanq1e are defined as

to = [handle : (nandier, 9)]
thandler = (t6, @) X int — int

to=].

The set M of a function type also includes members added by
self-inflicted extensions within the function. That is, if a function f
of type (to, M) X 71 — 72 calls function g of the type (o, M') x
T{ — 72 on this pointer, then M must include M’.

To allow strong updates and unrestricted extensions as in Fig-
ure 2, we define a form of singleton types g, where we label object
members that can receive strong update with *. As shown below, ¢r
is the return type of the constructor F and ¢, and ¢ are the types
of x1 and x2 after the last assignment.

o = @[a : (int, *), b : (string, *)]
&1 = @[a: (int, %), b : (bool, *),c : (int, *)]
S = @[a: (int, %), b : (string, %), c : (bool, )]

The singleton types are only assigned to new objects and local
variables that reference these objects. For simplicity, the types of
object members, function parameters, and function return types
(other than the constructor function’s return type) are obj-types.
We keep track of the aliases of singleton types within local scope
and they receive obj-types once they are assigned to some objects’
fields or passed as parameters to other functions. The singleton type
of an object has to be updated once the object is assigned to some
variable of obj-types.

Consider the following example where the variable x is passed
to function f£.

1 function f(y) {
2 y.a = 1;

3 return y;
4}

5 x = new F(0);



6 z = f(x);
7 x.b true;
8 x.c = 2;

If the type of x starts with g, then it becomes s, after the call.

& = @Ja : (int, %), b : (string, )],

& = @[a: (int,®), b : (string, ¥)]
In effect, the type system has to change the label of x.a so that
it can no longer receive strong updates. Still, variable x can have

strong updates on its member b and be extended with additional
members so that its type eventually becomes

G = @[a: (int,e),b: (bool, *),c: (int, *)].

A singleton type may also have potential members as well.
Suppose that we change the function f in the previous example
so that it extends its parameter y with a ¢ member.

1 function f(y) {
2 y.c = 1;

3 return y;
4}

5 x new F(0);

6 z = f(x);

7 x. = 2;

The type of x before and after the call £ (x) are:
& = @[a: (int,*),b : (string, %)),
G, = @[a: (int,e),b : (string, *),c : (int,0)].

Notice that ¢; now has a potential member c¢ with int type. Any
subsequent update to the ¢ member of x has to be integers.

Finally, the following example illustrates the interaction be-
tween singleton type and implicit extensions.

1 function G(i) {
2 this.a = i;

3 this.m = g;
4}

5 function g(j) {
6 this.b = j;

7 return this;
8 }

9 x = new G(0);

0

10y =x.m(1);

The variable x’s type on line 9 is
& = @[a: (int, %), m : (tg, *)],

where t; = (t,{b}) x int = ¢/,t = [b: (int,0)],and t’ = [b:
(int, ®)]. After line 10, the type of x becomes

G = Q[a: (int,*),m: (tg, *),b : (int, e)]

The variable x is extended with a definite member b through im-
plicit extension. In fact, y is an alias of x but y has an obj-type
since we don’t track singleton type across function calls.

3. Formalization

In this section, we present a formalization of our type system.
We explain the syntax, type rules, and the operational semantics,
and prove the soundness of the type system. The details of type
inference are covered in Section 4.

This formalization is for self-inflicted extension only. Additions
to the type system are discussed in Section 5.

3.1 Syntax

We select a small subset of the JavaScript language that includes
member select, member update/add, method calls, and object cre-
ation with syntax shown in Figure 3. We distinguish constructor
function and regular function with the naming convention that con-
structor function name starts with an upper case letter. We do not
model function calls since its behavior is similar to that of method
calls when the receiver object is empty. In fact, regular function
calls in JavaScript will substitute this pointer of the called func-
tion with the global object [6].

The syntax of a function body consists of a sequence of state-
ments and a return statement. For simplicity, we write object cre-
ation. member select, and method call in the form of assignments
and each expression is assigned to a variable so that there is no
nested expressions in the statements. The body of a constructor
function has a sequence of statements but no return statement since
each time a constructor function is called through new operator,
this pointer of the function is given a new empty object and after
the body is executed, this object is returned.

The meta variable f ranges over the names of regular functions,
F ranges over the names of constructor functions, and m ranges
over member names. A program P consists of a one or more
function/constructor definitions and a main statement s.

P = Fp;fh"s Program
Fn == function f(z){s;return z} function
| function F(z){s} constructor
s = statements
var variable declaration
| z=z assignment
|  z=new F(z) new object
| z=ym member select
| z=ym(2) method call
| ym=z member update/add
| s;8 sequence
Y = variables
| this self reference
z =y
| f function identifier
| n integer

Figure 3. Syntax

3.2 Static semantics

We have four kinds of types: function type, object type, integer
type, and a top type and the meta variable 7 ranges over them.

T u= name of function and object types
|  top super type of function and object types
| int integer

The variable ¢ ranges over the names of function and object types,
which are defined by equations of the form:

t = [my: (Tz,iﬁz)zezn} object type
t = (to,M)x71 — 12 function type
Y u= o potential

| e definite

The meta variable 1) ranges over the label o and e, which indicates
whether a member is potentially or definitely present. In a function
type (to, M) X 71 — T2, to is the type of this, which is always
an object type while the parameter and return type 71 and 7 can be
any types, and M represents a set of member names.



Subtyping The subtyping relation of types is defined as follows.

e Each object/function type is a subtype of top. Subtyping rela-
tion is reflexive and transitive.

<7 <

17
T<T

t<top <71

e A function type is a subtype of another one if they are struc-
turally equivalent. For simplicity, we do not have covariant re-
turn type and contravariant parameter type for function types.

t= (to,M) X T1 — T2 t/ = (to,M) X T1 — T2
t<t

t:(to,M)XTlﬁTQ
t < (to,M) X 11 — T2

The expression ¢(m) returns the type information of member m
in object type t if it is defined in ¢, otherwise, t(m) is undefined.

t=[..m:(r,9)..]
t(m) = (7,%)

undef is used here to denote undefined member of a type.

t(m) = undef otherwise, where

An object type t is a subtype of ¢’ if ¢ has a superset of members
and the common members have the same types while their
labels follow a partial order defined as ¢) < i) and @ < o.

Vm. t'(m) = (1,¢') = (((m) = (1,9) A ¢ <)
t<t

We also define a subtyping relation below for the convenience
of stating typing rules.

tm) = (1,%) ¢ <9
t<[m:(r,9)]
We define another subtyping relationship < to represent the

member extensions of an object type so that ¢ <y t’ iff ¢ is the
same as t’ except that each member in M must be definite in ¢.

Vm & M. t(m) = t'(m)
VYm € M. t(m) = (1,0) A t'(m) = (1,7)
t<wyt

3.2.1 Type rules for functions and constructors

We use the symbol I' to represent type environment that maps
variables, function/constructor names, and constants to their types.
Assume I'(n) = int for any integer constant n. For any variable or
name of function/constructor in the domain of I', we define

P=[..z—71..]
I'z)=r1

In Rule (T-Fn), we also use I" to map a distinguished variable | to
the set of members that are added to the receiver object during a
method call.

A judgment of the form T - s || T asserts that the statement
s is well-typed with the environment I" and the execution of s will
result in a (possibly new) environment I".

Figure 4 shows the typing rule for program and functions, where
a program P with environment I' is well-typed if its functions, con-
structors, and main statement are well-typed with I'. The environ-
ment for typing a program includes mapping of function and con-
structor to types.

A function f is well-typed given an environment I" if we can
construct a new environment for the function body so that it is well-
typed. In particular, M is a set of member names. The set includes

the members of the receiver object that are added or updated during
a function call.

For a constructor function to be well-typed, the type of this
pointer before the execution of the constructor body must not have
any definite members since the constructor is always invoked with
an empty receiver object.

I Fr¥ielan TFs || T
FI—Fnﬁel“"s | T’

T-Prog

Ty <@tM)xT—7
I"=T[this=s t,z—= 71,10 T'Fs | T”
IMz)<7 M=T"()

T-F
T + function f(z){s;return z} "

NEF)=1—t
I =T[this > to,z— 7, 0] T"Fs || T”
I (this) <t def(to) =0

T I function F(z){s} T-cu

Figure 4. Typing rules for program, constructor, and function

Rule (T-Ctr) uses a helper function def(¢) that returns the set of
names of definite members in an object type t.

def(t) = {m | t(m) = (1, 0)}

3.2.2 Type rules for statements

Type rules for statements are shown in Figure 5.

Rule (T-Dec) says that each variable declaration defines a new
variable not already in the domain of the type environment, where
dom is a function that returns the domain of a mapping. Once
a variable is declared, we assign a type to that variable in the
environment though the type may be changed later by assignments.

Rule (T-Upd) applies to the member update/add operation of the
form y.m; = z. We update the type of y so that its member m;
becomes definite (regardless of the original label of m ) after the
statement is executed.

Rule (T-New) uses the return type of the constructor function to
replace the type of the variable that the new object is assigned to.

Rule (T-Sel) requires the selected member to be definite, i.e.
with the label e.

Rule (T-Invk) also requires the called method to be definite and
the receiver object’s type to be a subtype of this pointer of the
called method. Also, if the called method adds a set of members
denoted by the set M to this, then we update the type of the
receiver object so that each method with name in M becomes
definite in the type of the receiver.

For statements of the form this.m; = z and z = this.m;(z),
Rule (T-Upd) and (T-Invk) also update the special variable | in the
type environment I'.

For example, consider the following program fragment:

this.ml = 1;
this.m2 = 2;
x = this.setter(3);
where the method setter adds the members m2 and m3 to this. If

before the execution of these statements, I'(l) = @, then after they
are executed, I'(I) = { m1, m2, m3}.

3.3 Operational semantics

We define a big-step semantics for our language in Figure 6. First,
we give a few definitions used in the semantics.



x & dom(T") D
Fkvarz || Tz — 7] -bec
I =T[z — T'(2)] LA
Ftrx=z | I -Assn
F(y) =t t< [mj : (Tj,o)} F(z) < T
t S{mj} t = F[y — t/} Yy ;é this=TI"=1"

=this=>T" =T'[=»T()U{m;

. = [ (//) {m] }] T—Upd
I(F)=7—t [(z)<7 I'=Tz+ 1
7 T-New
PFxz=newF(z) | T

I < i (T, T =Tz — 7

(y) < [mj : (75,0)] : [z — 75] TSel
'rx=ym; | T
F(y) < [mj : (tjv.)} t; < (t07M) X T1 — T2
I'(z) <7 I(y)<to t' <mT(y)
I'=Ty—~t,z—m] y#this=T"=T"

y=this=T"=T"[I— I'() U M]

77 T-Invk
T =ym,(s) | T
Tks| I ks || T

T-Seq

PEs;s’ || T

Figure 5. Type rules for statements

A heap H is a mapping from object labels ¢ to object values o,
which maps member names to values. A value v is either an object
label, a function name, an integer, or null.

v u= | f|n]null
o = {m;— v}
H = {u 0"}

We can extract the object value from the heap through its label.
H={..1—o0...}
H()=o0

Similarly, we can select a member from an object value through
member name if the member is defined in the object.

o={..m—uv...}
o(m)=v

Otherwise, o(m) = undef, which says m is undefined in o. Note
that undef is not the undefined property in JavaScript.

We use the symbol x to represent a stack that maps local vari-
ables to to their values and maps a special variable ft to the the
declarations of functions and constructors.

. . ’
X = {yz — vizelun’ﬁ_‘ — Fn;el..n }

We can find the value of a name y from the stack if it is in the
domain of the stack.

x={..y—v...}
x(y) =v

Also, x(n) = n for any integer n and x(f) = f for any function
name f. If y is not defined in the domain of x, then x (y) = undef.
Moreover, lookup(f, Fni€!=™) = Fn; if F'n; is the declaration

P = Fn::el“n s X/ — {ft'—> FnZEI"}

®7 X/,SM H’X
R-P
0,0, P~ H,x o8
d
x ¢ dom(x) RoDec
H, x,varz ~ H, x[z — null]
lookup(F, x(ft)) = function F(z'){s}
X' = {this — 1, 2" — x(2), ft = x(ft)}
v dom(H) H[e— []],x,s~ H' X"
S R-New
H,x,z =new F(z) ~ H' x|z — ]
H N — oy
() my) = v s
H,x,z =y.m; ~ H,x[z — vj]
H(x(y))(m;) = f
lookup(f, x(ft)) = function f(x'){s;return 2’; }
X' = {this = x(y), 2" = x(2), ft = x(ft)}
H / H/ "
H,x, = y.m;(z) ~ H', x[z — x"(2')]
H(x(y)) =0 H'=H(x(y) = olm; = x(=)]) o
7 - pd
H,x;ymj =z~ H,x
H,x,x =z~ H X[z — x(2)] R-Asn
H7X7S,\’>H,7X, H,7X/7S//\,)H,,7X//
" R'Seq

H,x,s;8 ~ H", x

Figure 6. Operational semantics where the reduction rules of state-
ments assume an implicit function table FT that maps each func-
tion/constructor name to its declaration.

of the function f and lookup(F, Fni€'™) = Fn; if Fn; is the
declaration of the constructor F', where j € 1..n.

The reduction of a statement is written in form of H, x, s ~
H',x’, which means that the execution of a statement s given
the configuration of a heap H and a stack x results in a new
configuration H', x'.

The reduction rules are mostly straightforward and they do not
consider runtime errors, which will be defined next. A statement s
can write to a variable x not defined in x and after the execution of
s, x is extended with the definition of x.

3.3.1 Runtime errors

Since big step semantics cannot distinguish a program stuck with
runtime error from divergence, we define rules to propagate run-
time errors during the computation. The first type of error is due to
accessing an undefined member of an object or using an undefined
function/constructor name. We use a special configuration error to
denote the result of the computation as shown in Figure 12. We will
show that a well-typed program will not result in error. The second
type of error is due to deferencing a null pointer, which is repre-
sented by a special configuration nullPtrEx as shown in Figure 13.
We tolerate this type of error.

3.4 Type soundness

For type soundness proof, we define an invariant that holds in each
reduction step. The invariant is written as >, " + H,y, which
means that the heap H and stack x are well-formed under the



environment > and I', where > maps object labels to their types
_N = {Li — tiiEIHn}.

The judgment X, I' - v : 7 asserts that the value v is well-typed
with the type 7.

L) <t L(f) <t
DI Rl X TEf:t

For an object to be well-typed, each of the object’s member
value must be well-typed and it must be a definite member in the
object’s type. The judgment X, I - o : ¢ asserts that the object o is
well-typed with the type ¢.

VYm.t(m) = (1,8) = X, T Fo(m): 7
Y,T'kFo:t
Using the above definitions, we define the program invariant as:

Vi.t € dom(X) < ¢+ € dom(H)
Vy. y € dom(I") < y € dom(x)
Ve € dom(H). ,T'F H(¢) : (¢)
Vy € dom(x). 2, T'F x(y) : T'(y) VFn € x(ft). Linse - Fn
X, I'FH,x

The judgment 3, I" - H, x says that the heap H and stack x are
well-formed with respect to the environment > and I'. For this in-
variant to hold, the domains of H and ¥ must be the same and the
domains of x and I" have the same set of variables; also, each object
in H and each variable in y must be well-typed. Each function/con-
structor declaration in x is well-typed with the environment I'ini¢,
which is defined as the environment that maps function/constructor
names to their types.

From the typing rules, we can show that if a well-typed function
f has the type (¢, M) x 71 — 72, then M correctly identified
the added (or updated) members of the receiver object. Based
on this result, we can show that the execution of a well-typed
statement cannot lead to errors caused by accessing undefined
object members or functions. Also, the execution of a well-typed
statement will result in a well-formed heap and stack.

Lemma 3.1. If S, T+ H,xand U & s || TV, then H,x,s
error, andif H,x,s ~ H', X', then3Y suchthat ', T" - H' %’

X.'kFn:int ,TFnull:¢

Based on Lemma 3.1 (the proof is omitted), we can conclude
that well-typed programs will not lead to errors caused by accessing
undefined members.

Theorem 3.2 (Type Soundness). If T+ P || T, then 0,0, P +
error and if ), 9, P ~» H,x, then 3 ¥ such that ©,T" - H, x.

4. Type Inference
The type inference algorithm includes three steps:
1. generate type constraints from a program,

2. apply closure rules to the constraint set until it is closed under
the rules,

3. solve the closed constraint set.

The first three rules in Figure 7 generate constraints from pro-
grams, functions, and constructors. The judgment E Fins P | C
generates a set of constraints C from a program P based on the ini-
tial environment F, where E' maps function and constructor names
to distinct type variables. Likewise, the judgment F s Fn | C
generates a set of constraints C from a function or constructor dec-
laration F'n based on the environment E.

Moreover, the variable M in Figure 7 corresponds to a set of
member names and for each constructor function F', we create
a unique type variable Vr for the initial type of this pointer.

FE Finf F'nyg ‘ CiViel.n Elis H E’ ‘ Co
E g FniSt" s | Uico.n Ci

V;:his, Va/rgy Vres, M fresh

E' = E[x 5 Vapy, this > Vinss, | = 0] E' bigs || E”|C'

C"=CU{M=E"(1),E"(2) < Vres, Vems < []}
C= C” V) {E(f) S (V;:hisw/\/l) X Varg — V'res}

E Fins function f(x){s;return z} | C

E' = E[x = Vg, this = Ve, | = 0] E' Fies | B[ C
E(F) = Vay = Vies C=C'U{Vr <[], E"(this) < Vyes}

E Fins function F(z){s} | C

V fresh E' = E[z +— V]
E |—inf var || E/ | @

Etrmz=z | Elz— E(2)]|0

Vyom, Vy, M fresh E' = E[y—V,] y # this= E' =FE'

y=this = E" = F'[l— E(I)UM]

C={E() <[m: (Vym,0)], E(z) < Vym,Vy <m E(y),m € M}

Etrmym=z || E"|C

Vym fresh C = {E(y) < [m: (Vym,®)]} E' = Elz — V]

Etinsz=y.m || EI|C

Vy.ms Viys Vanis, Varg, Vies, M fresh B = E[y +— Vi, — Vies]
C= {E(y) S [m : (Vy~m7 .)]7 Vy~m S (Vthiva) X Varg — Vresu

E(Z) S Vﬂrg7‘/;/ SM E(y)aE(y) S ‘/this}
y # this = E' = F’
y=this= E"=FE'[l— E()UM]

Etinz=ym(z) || E"|C

E(F) = Varg — ‘/W'CS C= {E(Z) S ‘/(L'r'g} El = E[x — VV'ES]

Etinz=newF(z) | E'|C

E |—inf S H El IC E/ |_inf S/ H E” |C/
Erigs;s’ || E"|CUC

Figure 7. Inference rules to generate constraints from a program

The inference rules make sure that each variable in the generated
constraint set is unique.

The rest of the rules in Figure 7 generate type constraints from
statements. Each judgment of the inference rule for statements is in
the form of:

Erws | E'|C

which generates a set of constraints C from a statement s with
initial environment E and produces another environment E’. The
environment £ maps integers to int type, maps variables, function
names to type variables, and constructor names to types of the form
V' — V’, and it maps a special variable lto N =0 | U, ;. ,, M.
| is added to the environment in the inference rule for functions and
it is initially mapped to () and may later be mapped to a union of set
variables of the form ) U M; U ... U M,,. To simplify notation,
wewrite DU M1 U ...UM, as MqU...UM,.



. E=[.FV SV ..]
E(n) = int E(F) =V =V
E=[.20V..] E=[.1N..]

EG) =V E() =N

After generating type constraints, we have a set of constraints
of the following format:

nt<V V< (Vo,M)xVi—Vh
Vell V<im: (V)
V<V V<V

meM M=N

where N =0 | U,¢,..,, Mi-

4.1 Closure rules
Closure rules are shown in Figure 8, where the meta variables U
and W are defined as follows:

U == int|V

Wooa= U[[]][m: (V)] (V,M) x Vi = Va

Rule 1 applies transitive closure to subtyping relations. Rule 2

and 3 ensure that int can only be subtype of itself. Rule 4 and 5
check constraints on object and function types with common lower
bounds. Rule 6 propagates set membership for M variables. Note
that in Rule 6, the constraint M = {J,, ,, M can also represent
constraint of the form M = M; whenn = 1. Rule 7, 8, and 9
apply closure rules to member extension constraints. Rule 10 ap-
plies closure rules 1-9 to a constraint set to obtain a possibly larger
constraint set. Rule 11 adds additional constraints to a constraint
set that is closed with respect to Rule 10.

4.2 Constraint satisfiability

After applying closure rules, we obtain constraints of the form:
U<W V<uV
meM M=N.

A solution S to a constraint set C maps each V' in C to int, top,
or t, maps each M in C to set of member names, and

S(int) = int
S([m:(V,)) = [m:(S(V),¢)]

S((Vo, M) x Vi = Vo) = (S(Vo),S(M)) x S(V1) — S(Vz)

S®) =0 S =11
S(Uielun ./\/11) Uielun S(MZ)

We say that a constraint set C is satisfiable if there exists a solution
S to C such that

U<WecC = SU)<SW)
ViuViel = SV)<sm S(V)
{meM}CC = meSM)

M=NeC = SWM)=85WN)

Vr appearsinC = def(S(Vr)) =0

4.3 Constraint closure
Before solving a constraint set C, we will compute its closure.
Definition A constraint set C is AClosed if C —4 C. Let

AClosure(C) = C"if C —% C' and C' — 4 C’, where — 4 is
defined by Rule 10 and —7 is a transitive closure of — 4.

Because the closure rules do not add any variables to the set,
the closure of a constraint set has fixed number of variables and is
bounded in size. Since —+ 4 is monotone and increasing, we can
always find AClosure of a constraint set.

Definition A constraint set C is Closed if C —p C. We define
Closure(C) = C' if AClosure(C) — 5 C' and C' — p C’, where
—p is defined by Rule 11 and —7 is a transitive closure of
—B.

IfC —p C’, then C’ remains AClosed because the constraints
that may be added by Rule 11 are only different from those added
by Rule 7 in the member labels. Since Rule 1-9 do not depend on
labels, the new constraints added by Rule 11 cannot cause any of
Rule 1-9 be applied again. Therefore, Closure(C) is also AClosed.
Since a constraint set of finite variables is bounded in size and
— p is monotone and increasing, we can always find the Closure
of a constraint set C.

4.4 Constraint consistency

Before we solve a constraint set, we need to make sure it is consis-
tent. We will show later that a consistent constraint set is satisfiable.

Definition A constraint set is consistent if it is not inconsistent. A
constraint set C is inconsistent if one of the followings is true:

L.{V<int, V<[]} CC

AV <int, V<[m:(V,9¥)]} CC

AV <int, VS (o, M) x Vi = W} CC

AV, VLS (o, M) x Vi = Vo CC

AV <Sm: (Vi) V< (Vo,M) xVi = V2 CC

Am e M, M = U;e; ,Mi} € Cand {m € M;} Z C,
Vi€ l.n,

Ve <[m: (V,e)] €C.

[ NS, IRV I )

-

The first three rules of inconsistency make sure that a type
variable cannot be both integer and an object type (or a function
type) at the same time. The fourth and fifth rules make sure a type
variable cannot be both an object type and a function type at the
same time. The sixth rule makes sure that there is no conflict in
solution to M variables. For example, if C is closed and {m €
M M=M M= Uici1..n Mi} C C then by Rule 6, m € M
has to be in C and any solution S to C will have m € S(M) but
we also want S(M) = (J;¢,. ., S(M;). Thus, C is inconsistent if
it does not contain m € M; for some .

The last rule says that within a constructor function, the type of
this pointer cannot include a definite member since a constructor
function is always invoked with an empty object substituting this
and empty object’s type cannot have definite member. This is the
only rule that catches the errors of accessing undefined member.
Intuitively, member access on an object introduces constraint of
the form V' < [m : (V' e)]. If the member is not defined before
the access, then the closure rules will eventually generate Vr <
[m : (V',e)], where Vi represents the return type of the object’s
constructor, otherwise, only Vi < [m : (V’, 0)] will be generated.

4.5 Constraint solution

We first define a function Upper, (V') to obtain upper bound of a
type variable V in a constraint set C.

Upper (V) ={W | (V < W) €C}
Definition For a constraint set C, we define its solution S (written

as Solution(C)) as follows:

L. S(M) ={m | (m € M) € C}
2. S(V) =intifint € Upper.(V);



U<VVIW-—=U<W (1)

int<V —V <int 2)

V<int—int<V 3)

V< [m: (V) V < [m: (V9" — V' <V VT <V )
V<(Vo,M) x Vi =V, Vo < Vo, Vo < Vo, Vi <V, Vi<W,

V< (VM) x V] = Vg Vo < VLV < VoM =M, M =M ©)

meM;, jef{ln}, M= ] Mi—meM (©6)

i€1l..n

VuV,V<m: (V' ¢)] — V' <[m: (V" o) 7

VIV, V <m: (V' 9)] — V< [m: (V",9)] ®

ViV imeMV <m: (V' o] —V<[m: (V" e) )

Viel.k.ci€C ci,.,Cck —> Cly.yCh
C—aCU{c, .t (10)
C—aC VIV, V<[m:Vo,e)],V'<V'}CC {meM}ZC (11

C—pCU{V' < [m:(Vo,e)], V" < [m: (Vo,e)]}

Figure 8. Closure rules

3. S(V) = top, if Upper. (V) is empty or only has variables;
4. For any other V and V', S(V) = S(V') = tiff {V <

VI V' <V} CC, and

(a) if (Vo, M) x Vi — V2 € Upper.(V), then ¢ is defined by
t=(S(Vo),S(M)) x S(V1) = §(Va);

(b) if []or [m : ] € Upper.(V), then t = [my : (73,:)" "],
where Vi € N, 7; = S(V') for some V' such that [m; :
(V',)] € Uppero(V), and ¥; = e if Im; : (_,0)] €
Upper. (V) and ¢; = o otherwise.

To find a solution S that satisfies a constraint set C, we first find
the variables that must have int type and for other variables that
cannot be object or function types, we set the variables to the type
top. For the rest of variables, we create equivalence partitions of
these variables, where two variables V.,V are in the same partition
iff V' < V' and V' < V are in C. For each equivalence partition,
we create a unique type name ¢ and assign it to each variable in
that partition. The type names are defined by equations to associate
them with function types or object types based on the type upper
bounds of the corresponding variables in the constraint set. If we
assign a function or object type to a type variable, we add an
equation to define such type.

4.6 Type inference as constraint closure consistency

In this section, we show that type inference is equivalent to check-
ing the consistency of constraint closure so that a program is ty-
pable if and only if the closure of the constraint set generated from
the program is consistent. For a consistent constraint set C, we can
find a satisfiable solution as in Section 4.5.

The proof for this section is omitted.

Lemmad.1. If E ¢ P : C' and C = Closure(C’) is consistent,
then C is satisfiable

We can prove Lemma 4.1 by showing that if a constraint set C
is closed and consistent, then Solution(C) is a satisfiable solution
to each kind of constraints in C.

Lemma 4.2. IfC is satisfiable, then Closure(C) is consistent.

To prove Lemma 4.2, we only need to show that if C is satisfi-
able, then its closure is also satisfiable. A satisfiable constraint set
is always consistent.

Theorem 4.3. Given a program P where E tins P | C, P is typable
iff Closure(C) is consistent.

From Theorem 4.3, we can conclude that our type inference
algorithm is sound and complete with respect to our type system.

5. Allow strong updates to new objects

Since we assume that constructor functions always return new ob-
jects, we can assign singleton types to the return values of construc-
tors. For simplicity, we do not assign singleton types to objects re-
turned from regular functions. The meta symbol ¢ ranges over the
singleton type names, which are distinct from the obj-type names.
Each singleton type ¢ is defined by an equation of the form

s =Qlm; : (15,30:)" "™,

where 7; cannot be singleton types and 1); may be either x, e,
or o. As mentioned before, the label * annotates members that
can have strong updates. An object of singleton type can have
unrestricted extensions as well. Also, given ¢ defined as above,
¢(m;) = (13,1;) for all ¢ € 1..n and ¢(m;) = undef otherwise.

5.1 Type rules

Before introducing new type rules, we first define an operator |
to downgrade the singleton type < to ¢’ so that some of the *
members in ¢ are definite in ¢’ and ¢’ may have some additional
potential members. A singleton type may become more restrictive
after downgrading since some of its members may not be changed
and it may be restricted in member extensions.

S = @fm, : (i, i)'
¢ = @mi : (70, %)) €™ my ¢ (g, 0) €L
Vicln ¢ <Y, <eV,=1; =0
cld

where we define x < e and * < *.




A singleton type ¢ is a subtype of an obj-type ¢ if some definite
members of ¢ appear as potential members in ¢ while members
labeled with * in ¢ do not appear in ¢.

t(m) = (1,9") = (s(m) = (1,9) A o <1p <9))
¢<t

The above relations are used in a situation where an object
referenced by a variable of singleton type is also referenced by a
variable of obj-type. This can happen when a variable of singleton
type is passed to a parameter or assigned to a field.

This is illustrated in the following example where function £
updates or extends the members a and c of its parameter y.

1 function F(d) {

2 this.a = 1;

3 this.b = "one";
4}

5 function f(y) {
6 y.a = 1;

7 y.c = 2;

8 return y;

9 }

10 x = new F(0);
11 x1 = x;

12 z = £(x);

13 w = z.a;

The type of x on line 10 is ¢ and it becomes s on line 12.
& = @[a : (int, *), b : (string, *)]
6 = @[a: (int,®), b : (string, %), c : (int, 0)]
ty =la: (int,0),c: (int,0)]

Before the variable x is passed to the parameter y of the function £,
we downgrade the type ¢ to g so that ¢, < #,, where ¢, is the type
of y. The subtyping relation ; < t, guarantees that the * members
of ¢, do not appear in ¢, so that strong updates to these members
are not visible through ¢,. Because ¢, | L, We can safely change
the type of x to ¢ since ¢ has all the members of ¢, with some of
its + members labeled as definite. Specifically, the member a of ¢
is definite so that it cannot have strong updates. This is necessary
since the variable z is an alias of y while a is a definite member
in z’s type t, = [a : (int, )]. Therefore, the variable x can have
strong updates even after it is assigned to variables of obj-types.

Since we need to downgrade singleton types in several places
including update statements, object allocations, and method calls,
we define a rule of the foom I + z : 7 || T'. In particular, if
the type of x is a subtype of 7, then the environment I" remains
the same. Otherwise, we downgrade the type of x from ¢ to ¢, so
that ¢ is a subtype of 7, and we replace all occurrences of ¢ in
T" with g, which is written as [s;/s]T. To see why this last step is
necessary, consider the previous example where the variable x1 and
x are aliases of each other and they both have the type . If the type
of x1 remains ¢ after the call f (x), then the update x1.a = true
will change the member z. a to boolean, since x1 and z refer to the
same object. This would be inconsistent with the type of z.

Nz)=¢ cl¢ ¢ <7 I"=[/qI N(z)<r
Tkz:7 || T 'kz:7 || T
The substitution of singleton types in I is defined as:
Fr=r"u{y—c<} I =[¢'/s]I" ¢ does not appear in T
/T =T"U{y =<'} [/dr =T
Fr=T'uU{y—r71} I"=[/T" T7#¢
/sl =T" U{y > 7}

We also define a relation of the form ¢’ <(m,r) < such that if
an object of singleton type < is assigned a value of type 7 to its
member m, then the resulting type of the object is ¢’. If m is not
defined in ¢ or it is labeled with * in ¢, then the object can receive
strong update.

¢ =@[m; : (15,9:)" "] mi £ m, Vi € 1.n

gl = @[ml : (Ti,¢i)i61“n7m : (7_7 *)]

gl S(m,‘r‘) S

¢ =Q[m; : (Tzf’djg)ielun] ¢ = Qm; : (Ti’wi)iEIHn]
T} =T Vl#],TZ :7-1./71/11. :Qp;
JELn (hj=¢j=x) V (=1 A j=e A1 #x)
gl S(mj,f) S

For example, the types of this at line 2 Gis and at line 3 iy,
have the relation ¢/y; < <(b,string) Sthis-

Genis = @[a : (int, *)]
Genis = @[a: (int, %), b : (string, *)]

Moreover, we define some relations for singleton types similar
to those for obj-types.

g(m) = (7-7 w) o< g(m) (7-7 ’lﬁ)

= Pp<eo )<
c<[m: (r,0)] s <[m:(1,9¢")]

Vm & M.s'(m) = ¢(m)
Vm € M.<'(m) = (1,e), ¢(m) = (1,%), ¢ <
¢ <ms

Finally, we are ready to define the type rule for constructors.
I =T[this = ¢,z > Tay] ["Fs || T”

T(F) = Targ — Sres I (this) | Gres def(c) =0
T' F function F(z){s}

where def(¢) = {m | ¢(m) = (7,.)}.

What is different is that the type of this pointer in the con-
structor function is initially assigned a singleton type that has no
members and the type of this may be replaced by other singleton
type after the function body is evaluated.

We also modify the type rules for updates, new statements, and
method calls as in Figure 9. For ¢ = new F(z), we create a
singleton type that is downgraded from the return type of F' for
x. For y.m; = z, if y has a singleton type ¢, we extend that type
with the member m; to obtain ¢’ and let y map to ¢’ in the new
type environment. The update is a strong update or an extension if
either m; is labeled with * or m; is not defined in <.

5.2 Type inference

We need to modify the type inference rules for constructor function,
new statement, method call, and update in a way similar to the type
rules as in Figure 10. We use the variable V to represent singleton
types while V still represents obj-types.

The inference rules generates some new types of constraints:

VIV VSV V<@V V<uV V< [m:(V,9).

For the definition of constraint satisfiability, we define a few
rules in addition to those in Section 4.2. If S is a satisfiable solution

T-Ctr



Fkz:7 || T

I =[5 /] sy (o) sy

ty < [m:(7,0)] t, <my ty

y # this =T =T"[y — t;]

y = this =

" =T"[y — ty, 1 — T(1)U{m}]

T-Upd
F'Fym=z || TV P
F(F) = Targ — Sres I'kF=z: Targ H F, Sres \l/ S
7 T-New
Fkz=newF(z) || T'[z —d]
L(y) < [m:(tym,®)] TFz:tay | T
ty.m S (tthi57 M) X Targ —> Tres
My)=s = I'byitms | 1 c=Ti(y)
sy <ms I' =g /sIT1
D'(y)=t, = ty<mty ty <toms
y # this =T =T"[y — t;]
y = this =
I'" =T'[y—t,, =T UM
by 2 " ] T-Invk

Ttz =ym(z) | T[T Tres)

Figure 9. New type rules for statements

to the constraint set C, then

V<mwnyVeC = SW) <um,sy SV)
y<veclC = 8V)<S5V)
vV<muVec = SOV <sm) SV
viviec = SWV)LSV)
vm:(Viglel = SOV)<[m:(S(V),4)]
Vr appearsinC = def(S(Vr)) = 0.

We add some closure rules for the new forms of constraints in
Figure 11. The closure rules 17, 18, and 19 are for the constraints
of the form V <, V', which are similar to those for V- <, V.
Rule 13, 14, and 20 propagates constraints related to extensions
or updates to objects of singleton types. Rule 15, 16, and 21 are
for the interfacing between singleton types and obj-types. Rule 19,
20, and 21 are applied to AClosed constraint set and the resulting
constraint set is still AClosed.

The definition of consistency is similar to what we had before.
In additional to the existing rules in Section 4.4, a constraint set C
is inconsistent if

1.V<inteC
2.V (Vo M) x Vi = Vo eC
3.V<[m:(,%x)]€eC
4. Vr <[m:(V, )] €C.
where the last rule replaces Vr < [m : (V, e)] € C in the previous
consistency rules. A singleton type cannot be an integer or function
type and an obj-type cannot have a member labeled with * either.
The initial type of the self pointer of a constructor function may not
have any members.
We define the solution S for a constraint set C for its ) variables
so that S(V) = [m; : (13,1:)* "] where Vi € 1.n, 7; = S(V)
for some V such that [m; : (V, _)] € Upper,(V) and
1. ¢y =« if X = {x} or {x, e},
2. ¢; = oif X = {o}, and

E' = E[x + Vi, this — V]
E' bFiwes || E'|C E(F)=Vaug = Vres
E tin¢ function F(z){s} | CU{E" (this) | Vres }

Vfresh Etlwez:V || E'|C
E'(y)=V, = V,fresh E'"=[V,/V,|E
C'={Vy <mv) W}
E'(y)=V, = V,, Mfresh
¢ = {Vy < [m : (V,o)],Vy' SmVy,me M}
y # this = E" = E'ly — V)]
Yy = this =
E" =E'ly— V)1 E' () UM]|

Ernwym=z | E"|CUC

Vym, Vans, Varg, Vres, M fresh E bing 22 Vary || E'| C'
C={E(ly) <[m: Vym,®)],Vym < (Vinis, M) X Varg = Vies}

E'ly)=V, = Vyfresh E'Fy: Vs || E1|C2
V=EFEi(y) E'=V,/V]E1
C" =C, U{V, <m V}

E'(y)=V, = V,fresh C"={Vy <m Vy,Vy < Vinis}
y#this= E' = F'ly = V]
y = this =
E"=FE'ly— V,,l— E(l) UM]|

Erirz=ym(z) | E'[x— Vi) |CUC UC”

% fresh E(F) = Va’r‘g — V’r‘es E l7inf z Vm“g || E, |C
Etiez =new F(2) || E'lx = V]| CU {Vees | V}

E(z)=V = C={E()<V} E'=E
E(z)=V = V' fresh E'=[V'/VIE
c={viv,Vv<v}
El—ian:V H E/|C

Figure 10. New type inference rules

3. ¢; = e otherwise,

where X = {1 | [m. : (,1)] € Upperc(V)}.

The label 1; of S(V) is * when * € X. We also let 1; be *
if X = {x, e} since a member select statement adds a constraint
of the form V < [m; : (V,e)]. Reading a member of a singleton
type does not make the member definite. Finally, we let ¢; be e if
{*,0} C X, or {e,0} C X, or X = {e}. The reason for this is
that we keep track of whether a member of a singleton type V also
exists in the type V where VV < V' by propagating constraints of the
form V < [m; : (V’,0)] through Rule 15. When both constraints
of the form V < [m; : (V' x)] and V < [m; : (V', 0)] are present,
it indicates that m; has to be a definite member in S (V).

6. Related work

Our work is similar to the type inference system of Anderson
et al. [4] on a small subset of JavaScript that supports explicit
member extensions on objects and their type system ensures that
the new members may only be accessed after the extensions. We
follow their lead in using method labels to denote members of
an object as being definite or potential. In addition to explicit
member extension, we also allow explicit extension where an object
may extend itself through method calls on the object. We also



V<m:(V,LV <[m:(V,¢)] — VIV, V<V (12)
VSmwn V. — V< [m: (V%) (13)
V<mwnyV, V <[m':(V,¢)] — V<[m :(V,¢¥)] wherem' #mory =o (14)
V<V, V<[m: (V' ,¢)] — V<[m:(V, )], V<[m: (Vo) (15)
VIV, V<m:(Viy)] — V <[m:(V,9)] (16)
V< V)V <[m: (V)] — V< [m:(V,9)] a7
VuV,meMV <[m:(V,0)] — V<[m:(V,e)] (18)
C—aC {V<uV, V<[m:(V,®)]}CC {meMlgcC 19)
C—pCU{Y <[m:(V,e)]}

C—aC V<mwn)V, V<Im':(V,e)]} CC m'#m
C—pCU{V <m (V' o]} (20)
C—aC VIV, V<m:(V,e)}CC o

C—pCU{V<[m:(V,e)]}

Figure 11. Additional closure rules

distinguish constructor functions from regular functions in that
constructors are used in new expressions that always return new
objects. This distinction allows new objects to have strong updates
and unrestricted extensions.

Also related is the work of Gianantonio et al. [7] on lambda
calculus of objects with self-inflicted extension. Instead of using
labels, they separate potential and definite members of an object
type into two parts: interface part and reservation part. After an
extension, the extended member moves from reservation part to the
interface part. They define a type construct to recursively encode
member extension information for methods. In comparison, we
extend each function type with a set of members that are added
to this in the function body. They distinguish two kinds of object
types: pro-type and obj-type. A pro-type’s reservation part may be
extended but no subtyping is allowed on pro-types. A pro-type
may be promoted to obj-type which allows covariant subtyping
but obj-types’ reservation parts may not be extended. We allow
newly created objects to have singleton types similar to their pro-
types. The difference is that an object of singleton type do not
lose the ability of having strong updates even after it is assigned
to parameters or fields of obj-type.

Bono and Fisher [5] proposed an imperative, first-order calculus
with object extensions, which also distinguishes extensible pro-
types without subtyping from sealed obj-types that allow width
and depth subtyping. Their objective is to show that Java-style
classes and mixins can be encoded in their calculus through object
extensions and encapsulation.

Recency types of Heidegger and Thiemann [10, 11] have the
similar goal of preventing the access of undefined members through
type-based analysis. Their approach uses two kinds of object types:
singleton type and summary type, where each singleton type is
associated with an abstract location and the singleton type has to be
promoted to the corresponding summary type when the next object
is allocated at the same location. Objects of singleton types can
receive strong updates for adding new members or even changing
the types of existing members. Objects of summary types can no
longer be extended. Moreover, they support prototypes and have
implemented a constraint-based type inference algorithm. In their
formalism, abstract locations are assigned to new expressions that
return empty objects and if a function will extend its parameter,
the parameter type needs to be singleton type. This may present
some challenges for supporting explicit extension. For example,

the setter function discussed earlier may be a member of two
different constructors. In order to extend this pointer, setter’s
receiver type needs to be a singleton type, which forces the two
constructors to return objects of the same singleton type. This can
be limiting as the two constructors are forced to have the set of
members of the same types. In comparison to our work, recency
type allows singleton types to be in the object fields and function
parameters, though it is more complex and does not allow extension
after an object loses its recency.

Jensen et al. [12] have implemented a practical analyzer to de-
tect possible runtime errors of JavaScript program. Their approach
is based on abstract interpretation and uses recency information.
The analyzer can report the absence of errors based on some inputs
but it does not infer types.

Earlier work of Thiemann [22] proposed a type system for
a subset of JavaScript language to detect conversion errors of
JavaScript values. The type system models automatic conversions
in JavaScript but it does not model recursive or flow sensitive types.

There are a number of studies on type inference for class-based
languages. Palsberg et al. [13, 15] have developed a type inference
algorithm based on ideas of flow analysis for object-oriented pro-
grams with inheritance, assignments, and late binding. The purpose
is to guarantee all messages are understood while allowing poly-
morphic methods. The algorithm handles late binding with con-
ditional constraints and solves the constraints by least fixed-point
derivation. Similar algorithm was applied to object-based language
SELF [3] that features objects with dynamic inheritance. Plevyak
and Chien [18] extended this flow-based approach for better pre-
cision via an incremental algorithm. Further enhancement on pre-
cision and efficiency were made by Agesen in his Cartesian Prod-
uct Algorithm [2], which was applied to type inference for Python
programs to improve compiled code [20]. Eifrig et al. [8] devel-
oped a polymorphic, constraint-based type inference algorithm for
a class-based language with polymorphic recursively constrained
types. The goal was to mitigate the tradeoff between inheritance
and subtyping. The recursively constrained types are also used in
a type inference algorithm for Java [23] to verify the correctness
of downcasts. Their inference algorithm extends Agesen’s Carte-
sian Product Algorithm with the ability to analyze data polymor-
phic programs.

DRuby [9] is a tool to infer types for Ruby, which is a class-
based scripting language. DRuby includes a type system with fea-



tures such as union, intersection types, object types, self-type, para-
metric polymorphism, and tuple types. Their type inference is also
a constraint-based analysis.

As for type inference for object-based languages, Palsberg de-
veloped efficient type inference algorithms [14] with recursive
types and subtyping for Abadi Cardelli object calculus [1], which
has method override and subsumption but not object extension.
similar algorithms were developed for inferring object types for an
object calculus with covariant read-only fields [17] and supporting
record concatenation [16].

Type inference for dynamically typed languages is not scalable
to very large programs. Spoon and Shivers [21] have developed
a type inference algorithm that trades precision for speed using
a demand-driven approach, which solves user provided goals by
possibly generating more subgoals. They manage the number of
active goals with a subgoal pruning technique, which is to provide
a trivially correct answer to a goal to avoid having further subgoals.
The balance between precision and scalability may be achieved by
choosing pruning thresholds.

7. Conclusion and discussion

We have presented a constraint-based type inference algorithm for
a small subset of JavaScript. The goal is to prevent accessing an
object’s member before it is defined. The type system supports ex-
plicit extension as well as implicit extension of objects by invoking
their methods. We have proved that the type inference algorithm is
sound and complete so that a program is typable if and only if we
can infer its types. We also included an extension to allow strong
updates to new objects.

Our primary focus is to keep track of member addition/update
to objects during and after object initialization, which can be useful
for some programs that exhibit this behavior [19]. However, our
system is lack of many important features found in real world
JavaScript programs such as prototypes, variadic functions, eval
function, member deletion, and objects as associative arrays. Also,
our type system does not allow depth subtyping on object types or
support parametric polymorphism.

Some improvement seems possible with the current design.
Currently, the type of a function argument is not extended after
the call returns. For example, if we pass a variable x to a function
addSize, which extends the parameter with an additional member
size, the variable x has the same type before and after the call:
[size : (int,0),...], with the potential size member.

x = new Form();
addSize(x);

It seems straightforward to have this type of extension so that after
the call returns, the type of x becomes [size : (int,e),...]. The
problem is to only identify members added to the function param-
eter before it is overwritten by other value. Also, we would like to
include branch statements and prototypes in the formalization. A
new object of singleton type can have strong updates until it be-
comes a function’s prototype.
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A. Error propagation

Figure 12 contains the rules for propagating runtime errors caused
by accessing an undefined object member or calling an undefined
function or constructor. Figure 13 describes the conditions that lead

to null pointer exceptions.

H(x(y))(m;) = undef
H,x,z =y.mj ~ error

H,x,s~serroror (H,x,s~ H',x" N H',x', s ~ error)

H,x,s;s ~» error

H(x(y))(m;) = undef or
H(x())(my) = f A J & dom(x) or
x(f) = function f(x’){s;return 2’; }
X' = {this = x(y), 2’ = x(2)} H,x', s~ error

H,x,x =y.mj(z) ~ error
F ¢ dom(x) or
X(F) = function F(z'){s} ¢ & dom(H) H' = H[t+ []]
X = {this o 12’ o> x(3)} H', X', 5~ error

H, x,z = new F(y) ~ error

Figure 12. Error of accessing undefined members or functions

x(y) = null
H, x,x = y.m; ~ nullPtrEx

X(y) = null
H,x,y.mj = z ~ nullPtrEx

H, x, s ~ nullPtrEx or
H,x,s~ H',x' H',x,s ~ nullPtrEx

H,x,s;s ~ nullPtrEx

x(y) = null or
H(x(y))(m;) = f x(f) = function f(z"){s;return 2’; }
X' = {this = x(y),z' — x(2)} H,x,s~ nullPtrEx

H, x,z = y.m;(z) ~ nullPtrEx

tgdom(H) H' = H[+—[]] x(F) = function F(z'){s}
X = {this — ,2' = x(v)} H',x’, s~ nullPtrEx

H, x,z = new F(y) ~ nullPtrEx

Figure 13. Null pointer exception

B. Type inference example

In this section, we show some of the type inference steps for
the example in Figure 1. We simplify the example slightly and

reproduce it below.

function Form(a) {
this.set = setter;

}

function setter(b) {
this.handle = b;
return O;

}

function handler(c) {
return O;

}

// main

x = new Form(1);

y = x.set(handler);

z = x.handle(1);

We first show the constraints generated from each function in
Figure 14, where we choose type variable names based on the
names of the corresponding variable. For example, the type variable
for function setter is Vgetter. The exception is Viorm, which is
the type variable corresponding to the initial type of this pointer
in the constructor function Form. Type variables for other types are
sequential numbered to avoid collision. Also, we have three related
type variables: V, and V, are for the types of x before and after
the call x.set (handler) while V,, is for the type of x after the
call x.handle(1).

Functions | Generated constraints
VEorm < [Set : (Vlvo)] VFEorm < H
Form Vs SMl VEorm set € Ml Vsetter < \%1
Vsetter S (‘/37/\/(2) X ‘/b — V4 int S VZL
setter Vs < [handle : (V5,0)] Vi, < Vs V3 <[]
Ve <am, Vaz  handle € M3 My = Ms
Vhandler S (V77M4) X ‘/c — ‘/8
handler int < Vi Ve <]
Vo <V, int <V,
Ve < [set: (Vo,eo)] Via <V,
Vo < (Vio, Ms) x Vi1 — Vig Ve < Vio
main Vhandler S ‘/11 Vzl SMS Vz
Vi, < [handle : (Vis,e)] Vig <V
Vis < (Vig, M) X Vis = Vig Vi, < Viy
int < Vis Vo Smg Vg

Figure 14. Generated constraints

After applying the closure rules, we collect the types in the
upper bound of each variable, most of which are shown in Fig-
ure 15. We can verify that the closure of the original constraints set
is consistent. In particular, the upper bound of Viorm is {[], [set :
(V1,0)]} and satisfies the consistency rule that it may not contain
object types with definite members.

Closure also generates some constraints for M variables with
clear solutions.

Mo =Mz Ma=Ms Ms=Mz My=Ms M= M,y
set € M7 handle € M3 handle € My handle € M5

From the type upper bounds, we can obtain solutions to each
type. The solutions to most of the variables and functions are shown
in Figure 16.

C. Proof of type soundness

Some of the proof omitted from the paper is included here.
Lemma C.1. [fT s || IV, Vm € T'(l), ['(this) < [m : (-, 0)],
then T (this) <rsqy I'(this).

Proof. If T" = T, then by definition of <, I'(this) <pq)
I'(this) since every m in I'(l) is a definite member in I'(this).



Type variables | Type upper bound Names Corresponding types
Va int a int
Wi Vo, (Vio, Ms) x Vi1 — Via t1 = (t3, {handle}) x t;, — int
Vs [set : (V1,0)], Va, [set : (Vo, )], Vio to = [set : (t1,e), handle : (¢5,0)]
Vs, [handle : (V5,0)], [], [handle : (Vis,0)] Form int = t,
VEorm [, [set : (V1,0)] ts = (t7,0) X int — int
Vsetter (Vg,Mz) X Vo — Va, Vi, Vo t3 = [ha.ndle : (t5, O)]
(Vlo,./\/l5) x Vi1 — Via b ty = (t7,®) X int = int
Vs [handle : (V5,0)], [], Vio setter tsetter = (t3, {handle}) X ¢, — int
Vi int, Vi, V, tr =]
W Vs, Vi1, Vis, (Via, Me) x Vis — Vig c int
Vs Viz, (Via, Me) x Vis — Vig handler | thandier = (t7,0) X int — int
Vhandler (Ve,M4) X Ve = Vi, Vi1, Vi, Vi T ty = [set : (t1,e), handle : (¢5,0)]
(Via, M) x Vis — Vig, Vis x1 ts, = [set : (t1,e), handle : (¢5,9)]
Ve Vis, int int
Vz [], Via z int
Vs int, Vs Figure 16. Constraint solution
Ve [set : (Vo, )], Vio, V3, [handle : (V5,0)], []
[handle : (Vi, ) Proof. Since I'(I) = @ and I" + s || I, from Lemma C.1
Vs (Vio, Ms) x Vi1 = Viz, V I (this) <p() I’ (this), which is I (this) < t. =
Vio V3, [handle : (V5,0)], []
Vi1 Vi, Vs, Viz, (Via, M) X Vis = Vig Lemma C3. IfX,T'+ H,x, x(y) = ¢, and T'(y)(m) = (7,9),
Via V,, Vi, int then H(t)(m) = vwhere X, T F v : 7.
Vi, [set : (Vo,e)], [handle : (Vis,e)], Via Lemma3.1/fX, T+ H,xandT + s || TV, then H,x, s + error,
lhandle : (Va,0)] and if H,x,s ~» H', X', then 3%’ such that X', T" - H',x'.
Vis (Via, M) x Vis = Vig, Vs Proof. We prove by induction analysis on reduction rules applied.
Viq V. 1] For the proof, we need an additional invariant — %’(2) < X() for
Vis int, V. any ¢ € dom(X).
Vie Vz,int, Vs R-Dec Let s be var x. Then H,x,s ~» H,x[z ~ null]. Since
Vy int null can have any type and if ' F s || T'[z — 7], then
V. int Tz — 7] F H, x[x — null].

Figure 15. Type upper bounds of each type variable

I'" may be different from I only if s is a member update/add or
a method call on this variable, or s is a sequence statements.

If sis this.m; = z, then I'(1) = T'(I) U {m;}, T'(this) <
[m; : (5 0)], and T'(this) <., 3 T(this). Thus, I'(this) <
[my : (-, ®)] and I (this) <r/(y I'(this).

If sis x = this.m(z), I'(this) < [m : (¢,e)], and ¢t <
(t07M) X T1 — 7o, then F,(l) = F(l) U M, F,(this) <wm
['(this). By the definition of <ps, Vm € M, I'(this) < [m :
(-,0)] and I (this) < [m : (., e)]. Therefore, I'(this) <p(
I'(this).

If s = S1;8 and T+ s1 || TV, TV = s2; T, by induction,
I'"(this) <psgy I'(this), which means Ym € I"(l), I'(this) <
[m : (-, ®)]. By the induction again, we have I’ (this) <r.)
I(this). Since IV(l) C T(l), by definition of <ps, we have
I (this) <prgy I'(this).

O

Lemma C.2. I[fT | function f(x){s;return z}, I'(f) = (¢, M) x
71— T2, I = T[this = t,x — 71, = 0], T' F s | I, and
M =T"(l), then T" (this) < t.

R-Asn Let s be x = z. By Rule (T-Asn), I' = ['[z — T'(z)]. By
the induction hypothesis, we have X, T" - x(z) : I'(z). Hence,
3, T F H, x[z — x(2)] holds.

R-Sel Let s be y.m;. By Rule (T-Sel), I'(y) < [m; : (75, 9)]
and I' = Tz — 7;]. Then 3¢ such that x(y) = ¢. From
I' - H, x and Lemma C.3, Jv; such that H()(m;) = v; and
3, T'Fwj: 7. Thus, H, x,z = y.mj ~ H, x[z — v;]. From
Y, Tk wj: 71, wehave &, TV = H, x[x — vj].

R-Upd Let s be y.m; = z. Let x(y) = ¢. Then H, x,y.m; =
z ~ H',x, where H = H[. — H()[m; — x(2)]]- By
Rule (T-Upd), I'(2) < 7; where I'(y) < [m; : (75, 0)]. From
3, '+ H,x, we have X, T I x(z) : T'(2). Also by Rule (T-
Upd), I" = Ty + t], and t <(p ;3 T(y). Let X/ = Be = 1]
and t’ <(,;3 ¥(¢). From ¥(:) < I'(y), we have t' < t. Then
¥ TV F H',x. The only difference between ¥’ and ¥ is the
type of ¢ and X' (1) < 2(1).

R-Invk Let s be z = y.m;(z). By Rule (T-Invk), I'(y) < [m;
(tj,®)] and t; < (to,M) x 71 — 720. FromI' - H,x and
Lemma C.3, 3f such that H(x(y))(m;) = fand I'(f) < ¢;
Let lookup(f, x(ft)) = function f(x’){s’;return 2'}. Let
Io = Tinis[r’ — 71,this — to]. Then by Rule (T-Fn),
To ks || Toand T'g(this) <ps to.

By Rule (T-Invk), I'(y) < to and I'(z) < 7. Thus, 3,T +
H,x' where x' = {z’ — I'(z),this — DI(y), ft — x(ft)}.
Thus, by induction hypothesis, 3%’ such that if H,x',s" ~»

~—



H' X", then Y, Ty F H',x" and T((2') < 72. Let x(y) = ¢,
and I = Ty — t,z — 7, where t <p T'(y). By
Lemma C.2, ' (this) <as to. Since ¥'(:) < I'g(this), each
m € M is definite member of 3'(¢). From I (y) <um T'(y),
the only differences between I'(y) and I''(y) are the labels on
members in M. Also since ¥'(¢) < X(¢) < T'(y) it follows
that 3’ (1) < T (y).

By the induction hypothesis, V¢ € dom(Z), ¥'(¢) < Z(u).
Thus, &', T F x(y) : T'(y), Vy € dom(x).

From Rule (T-Invk), we have I'(z) = 7. From ¥/, T
H' X", wehave X', T F x"(2) : To(2'). From Ty (2") < 7o,
it follows that X', TV = H', x[z — x" (2")].

R-New Let s be z = new F(z) and function F(z'){s’} be the
definition of F'. From Rule (T-Ctr), 3 to and 7 such that I'; =
[init[this — to,2" — 7], T1 F s || To, 2(this) < tp,
and I'(F) = 7 — t;. By Rule (T-New), IV = [z — tg]
and I'(z) < 7. Let ¢ be a new object label, x1 = {this
t, '+ x(2)}, and Hi = H[. > []]. Since def(to) = 0,
it is clear that X[¢ — to],I'y + Hi,x1. By the induction
hypothesis, there exists 3, T' such that if Hy, X1,8 ~ Ha, x2,
then 2/7 I's - H2, X2.
By the induction hypothesis, V¢ € dom(X), X'(¢) < Z(u).
Thus, Vy € dom(x), &', T F x(y) : I (y).
Since ¥’(1) < T2(this) < t5 = IV(z), we have X', TV F
Ha, x[z ).

R-Seq The proof is by induction.

D. Proof of type inference as constraint closure
consistency

Lemma D.1. If E k¢ P | C' and C = Closure(C’) is consistent,
then {V <am V',m € M} CCimpliesV' < [m: ]isinC.

Proof. We prove by induction that if {V <y V',m € M} CC
or V< (VM) X Varg = Vies isinC, then V' < [m : ]isin C.

Let’s first consider how constraints with M variables are added
to C’ by the inference rules. For each member update, we generate
constraints of the form V' <y V', m € M,and V < [m : .
For each method call, we generate constraints of the form V,,.,,, <
(%his,M) X ‘/(u'g — VT‘eSs Vy S ‘/thim and V@j SM Vy- For each
function, we generate constraints of the form Vy < (Vinis, M) X
Varg = Vies, M = U, ¢1.., M, and for the function body, we
generate constraints of the form Vi, <ag,, ... Vi <aq; Vinis.

For the constraints generated from a method call, if m € M
is in C, then it has to be the result of applying closure rule 5,
where {Vy.m < (Vinis, M') X Vg = Vg, M' = M,m €
M Vinis < Viuis} C C. By the induction hypothesis, Vi <
[m : Jisin C. Thus, Vinis < [m : ] is in C as well. Also, since
Vy < VinisisinC, V, < [m: JisinC.

For the constraints generated from a function, if m € M is in
C, then by consistency rule 6, there exists M, so that m € M, is
in C. By the induction hypothesis, V; < [m : ] is in C. By closure
rule 7 and 8, we have Vinis < [m : ] inC. O

Lemma 4.1 If E ¢ P : C' and C = Closure(C’) is consistent,
then C is satisfiable.

Proof. Since C is Closed, it is AClosed as well.
We show that S = Solution(C) satisfies each constraint in C.
First, S(M) = {m | m € M}. S apparently satisfies con-
straint of the form m € M. For constraint of the form M =
U;e1... M, since C is AClosed, by Rule 6, if (m € M;) € C
and ¢ € 1.n, then m € M as well. Thus, S(M;) C S(M).
Since C is consistent, for each (m € M) € C, IM; such that

(m € M;) € C. Therefore, S(M) = U,¢,..,, S(M;). For con-
straint of the form M = M’ and M’ = M, (m € M) € C iff
(m € M’) € C. Thus, S(M) = S(M’).

Also, for each Vi appearing in C, from the definition of consis-
tency, Upper. (V) does not contain type of the form [m : (V, e)].
Thus, by the definition of Solution, no member of S(Vr) is defi-
nite, which means def(S(Vr)) = 0.

Next we consider constraints on types.

1. Ifint<VorV <inteC,then S(V) =int.

22.IfV < [m : (V',4)] € C, then by the definition of con-
sistency, Upper. (V') does not contain int or function types,
Thus, 3¢ such that S(V) = ¢ and ¢(m) = (S(V1),v’), where
[m : (Vi,¢1)] € Uppere(V). 9" = eif [m : (Va,0)] €
Upper, (V) for some V and 9" = o otherwise. By Rule 4,
V' < Viand Vi < V' € C, which implies S(V') = S(V1).
Thus, S(V) < S([m : (V',9))).

3.V < (Vo, M) x Vi — Vo € C, then by the definition of
consistency, Upper. does not contain int or object types. Thus,
3t, such that S(V) = tand t = (S(Vp), S(M’)) x S(V{) —
S(V3), where (V§,M') x V{ — V5 € Upper.(V). By
Rule 5, Vo < Vg, Vi < VoM = M, M = M,V <
VI, V) < Vi, Va < V4, Vs < Vo € C.Thus, S(Vo) = S(V{),
S(M) = S(M"), S(Vi) = S(V7), S(V2) = S(V3), which
means that S(V) < S((Vo, M) x Vi — Va).

4. If V < V' € C, we consider the following subcases:

@ S(V') = intiff S(V) = int.

(b) If S(V') = top, then S(V) is equal to some ¢. Thus,
S(V) < S(V").

© IV < (Vo, M) x Vi — Va € C, then V < (Vo, M) x
Vi — V2 € CbyRule 1. Since C is consistent, Upper, (V) 2
Upper, (V') and they do not contain int or object types. By
the reasoning similar to case 3, S(V) =t and S(V') = ¢’
for some t and t', where 3to, M, t1,to, such that ¢ =
(to,M) X t1 — to and t, = (to,M) X t1 — to. Thus,
S(V) < S(V".

(@ IfV' < [m: (Vi,9)], thenby Rule 1,V < [m : (Vi,9)].
Since C is consistent, Upper, (V) 2 Upper. (V') and they
do not contain int or function types. Also, by the reasoning
similar to case 2, S(V) = t and S(V') = t' for some
t and t', where t(m) = (t1,%’) and t'(m) = (t1,%")
for some t1. Also, ¢' < 1" since if ¢)" = e, then by the
definition of Solution, we must assign e to ¢/’ as well. Thus,
S(V) < S(V").

5 V<m V.

Since C is closed, from Rule 7 and 8, [m : (V" ¢)] €

Upper. (V) iff 3[m (V",4")] € Uppers(V’), where

1 < 4)’. Also, from Rule 11, if [m : (V" e)] € Upper.(V),

C —4 C,andm € MisnotinC then [m : (V" e)] €

Upper.(V’). Since C is AClosed and m € M isnotin C, m &

S(M). Thus, for m ¢ S(M), S(V)(m) = S(V')(m). Note

that if m is not a member in S(V'), then S(V')(m) = undef.

Moreover, by Rule 9, if m € M and V' < [m : (V",0)]

arein C, then V < [m : (V" e)] isin C. By Lemma D.1, if

mée MandV <y V' areinC, then V' < [m : ]isin

C. By Rule 7 and 8, there exists V' < [m : (V" 0)] in C.

Therefore, if m € S(M), then S(V)(m) = (S(V"), ) and

SV (m) = (S(V"), ).

Thus, by the definition of <az, we have S(V') <gaq) S(V7).

O
Lemma 4.2 [f C is satisfiable, then Closure(C) is consistent.

Proof. We show that if S is a solution to C and C —4 C’ or
C —p C’, then S is a solution to C’ as well. We perform a case



analysis based on the closure rules used. Since Rule 10 uses Rule 1-
9, we do not analyze it as a separate case.

Rule 1 Inthiscase,if U < V,V <W € C,thenU < W € C'.By
the definition of subtyping relation, it is transitive. Therefore, if
S(U) < S(V)and S(V) < S(W), then S(U) < S(W).

Rule 2 Ifint <V € C, thenint < S(V) and S(V) = int < int.

Rule 3 If V <'int € C, then S(V) < intand int < S(V) = int.

Ruled If V < [m : (V',¢')],V < [m : (V",9")] € C, then
V' <V V" <V e Since S(V) < [m : (S(V'),4")]
and S(V) < [m : (S(V"),4")], by subtyping rules on object
types, if S(V) = (7,v), then 7 = S(V') = S(V"). Thus,
S(V') < S(V")and S(V") < S(V').

Rule5If V < (Vo, M) x Vi — Vo,V < (V§, M) x Vi —
Vi € Cthen Vo < Vg, Vg < Vo, Vi < V/,V{ < V1, Va <
Vo, Vs < Vo, M = M', M" = M € C'. By subtyping rules
on function types, if S(V') = (¢, M) X 71 — 72, then S(M) =
S(M') = M.t = S(Vo) = S(Vg). 1 = S(Vi) = S(V{),
and 2 = S(V2) = S(V3). Thus, S solves C'.

Rule 6 If m € M;,j € {L.n}, M = |, , M: € C, then
(m € M) € C'. Since S is a solution to C, we have m €
S(M;)and S(M) = U, ¢y, S(M;). Thus, m € S(M).

Rule7If V <y V',V < [m : (V”,?/))] € C, then V' S

[m : (V" 0)] € C. Since S(V) <s (M)V' and S(V) <

[m : (S(V",4)], by definition of SM, it m ¢ S(M), then

S(V)( ) = S(V')(m) = (r,v¢') for some 7 and ', which

means S(V"') = 7. If m € S(M), then S(V')(m) = (7,0)

and S(V)(m) = (7,e). In both cases, S(V') < [m :

(S(V"),0)].

RuleSIf V <y V',V < [m : (V' ¢)] € C,then V <

m : (V",¢)] € C.If m ¢ S(M) then S(V)(m) =
S(V")(m), and together with S(V') < [m : (S(V"), )],
we have S(V) < [m : (S (V”), ¥)]. If m € S(M), then
S(V)(m) = (1,e) and S(V')(m) = (7,%") for some T and

1'. Therefore, S( )< [m: (S(V"),v)].

Rule9If V <y V' €Candm € M € C,then V' < [m :
(V" 0),V<[m: (V" e el
From S(V) <sm) S(V') and m € S(M), by the definition
of <u, S(V)(m) = (r,e) and S(V')(m) = (7,%) for some
7 and 1. Since V"' is fresh, we can let S(V"') = 1. Therefore,
S(V)<[m:(S(V"),e)]and S(V) < [m: (S(V"),0].

Rule I1IfV <u V',V < [m : (V",8)] € C.C —4 C,
and (m € M) & C,then V! < [m : (V",0)] € C.
Since C is AClosed and (m € M) ¢ C, m ¢ S(M). From
S(V) <sy S(V'), by the definition of <ps, S(V)(m) =
S(V)(m). Also from S(V) < [m : S(V", e)], we have
S(V') < [ (S(V7), ).

By the induction, we know that if C is satisfiable, then so is
Closure(C). It is clear from the definitions of constraint satisfiabil-
ity and consistency that Closure(C) is consistent as well. O

Theorem 4.3 Given a program P where E s P | C, P is typable
iff Closure(C) is consistent.

Proof. By Lemma 4.2 and 4.1, we know that C is satisfiable iff
Closure(C) is consistent. Thus, we only need to show that P is
typable iff C is satisfiable.

We first show that if C is satisfiable, then 3I" such that I" - P.

Let S be a solution to C and S(E) = {z — 7| Vz €
dom(E), 7 = S(E(2))}, where S(V — V') = S(V) — S(V').
Since the inference rules have the same structure as the typing rules,
it is clear that S(E) = P. Specifically, if E Fin¢ s || E' | C’, then
S(E)Fs:S(V) || S(E).

Next we show that if I' = P, then C is satisfiable. If E ¢
P | C, we can construct a solution to each variable in C. For each
z € dom(FE), let S(E(z)) = I'(z) and for each F' € dom(E),
ifE(F)=V = V' andT'(F) =7 — t, then S(V) = 7 and
S(VY=tHEkrus | E|CandT F s | T, for each
z € dom(E) and if E(z) € (', then let S(E(z)) = I'(z). For
each z € dom(E') and if E'(2) € C’, then let S(E'(2)) = "' (2).
Also, S(E(1)) =T(I) and S(E' (1)) = T'(1). O

E. Proof for the extension to allow strong update

To prove type soundness, we modify the program invariant slightly.
The main change is that if two singleton-type variables hold the
same object, then they must have the same type.

Vy,y' € dom(x). x(y) = x(v') A T'(y) =< A T(y) =<
=>¢=d
Vi.t € dom(X) < ¢ € dom(H)
Vy.y € dom(T") & y € dom(x)
Vi € dom(H). X, T'F H(v) : X(¢)
Yy € dom(x). ,I'F x(y) : T'(y) VFn € x(ft).
X, I'-H,x

!

Finit F Fn

Also, the environment ¥ now maps each object label ¢ to a single-
ton type ¢. Correspondingly, we define
VYm.c <[m:(1,0)]) =X, 'Fo(m):T

.I'kFo:¢
The judgment ¥, I" F o : ¢ says that each member definite or
+* member of ¢ is defined in o, and ¢ may have some potential
members not yet defined in o. In addition, we define a type rule
to allow object labels to have singleton types.

() <g
Y. I'ke:g

A singleton type ¢ is a subtype of ¢’ if they have the same set
of x members but some of the definite members in ¢ are marked as
potential in ¢’.

s(m) = (r,¥) & ((m) = (1,9) A (=9 V e <1 <)

¢<¢

LemmaE.l. [f X, T+ H xandT + z: 7 || TV, then 3% such
that

LY T Fx(z):T
2. %, TV + H,x, and
3. Ve € dom(X), T'(1) < Z(v).

Proof. By the definition of T - 2 : 7 || IV, either I'(z) < 7 and
I"'=T,orT(2) =c <, ¢ <r,and T = [¢' /<]T".

The former case is trivial because I'(z) < 7and &/ = X,

For the latter case, let x(z) = «. From X,T" - H, x, we have
¥(¢) < g, which means that the only difference between them is
that some definite members of 3(¢) are potential in ¢. Therefore,
we can find a ¢’ such that &' = X[t + ¢”] where £(¢) | ¢” and
¢" < ¢’ < 7. By the definition of |, if ¢ < ¢ for some ¢, then
¢” < t. Also from 3, T + H, x, if ['(y) = ¢, then either I'(y) = ¢
for some t or T'(y) = <. Thus, X', T F x(y) : T'(y) if x(y) = ¢

For each ' where H(:')(m) = «, if («/)(m) = (¢, -), then
¥(¢) < t.From | ¢" and (1) | <", we have ¢"’ < t. Thus,
ST R HQG) X ().

Finally, from | ¢, ¢’ and ¢ have the same set of members that
are definite or labeled with . Thus, X', TV F H(¢) : ¢’

O



We now show that a well-typed program does not access unde-
fined object members.

Lemma E.2. If X, T+ H,xandTU & s || T/, then H,x,s +»
error, andif H,x,s ~ H', X/, then 3% suchthat X', T" - H', X'

Proof. We prove by induction and only show the three cases where
the type rules are changed. For this proof, we need an additional
invariant that for each . € dom(X), if Ay € dom(x) that x(y) =
and T'(y) =, then X' (1) < 3(1).

T-New Let s be z = new F(z) and x(F) = function F(z'){s'}.
From Rule (T-Ctr), 3 Genis, Targ such that 'y = T'init[this —
Cthimx/ = Targ]s ' - s || T'a, F2(this) lr Sres, and
T(F) = Targ — Sres- By Rule (T-New), T' F 2 @ 74,4 || T,
I =T"[z > ], and Gres | s.

Let ¢ be a new object label, x1 = {this — ¢, 2" — x(2), ft —
x(ft)},and Hy = H[t — []]

From Lemma E.1, 3%" such that ¥, T - H, x and ¥", T -
X(2) : Targ.- From def(gwmis) = 0, it is clear that Z"[¢
Genis), 1+ Hi, x1. By the induction hypothesis, there exists
227 I's such thatif H;, X1,S "~ Hs, X2, then X9, 'y - Ho, X2.
By the induction hypothesis and Lemma E.1, for each + €
dom(X), since there does not exists y of singleton type with
X1(y) = ¢, we have $2(1) < X(1). Therefore, X2, T + Ha, x.
Since ¥'(:) < Ta(this) | Ges 4 ¢ = I'(z) and z is
the only variable of singleton type that points to ¢, we have
ST F Ho,x'. where X' = 3ot +— ¢] and x' = x[z > ¢].

T-Upd Let s be ym = z. By Rule T-Upd, we have I" + z :
7 || T'. We only consider the case that T'(y) = ¢, [ =
[Sy/y]T", and ¢ <(mm ) 5y~ By Rule (R-Upd), if H(x(y)) =
o,then H = H|[x(y) = o[m — x(2)]]. FromT F z: 7 || T’
and by Lemma E.1, 3%’ such that ¥/, T - H, x.

Let ¥'(x(y)) = s, 6" <(m,») s and ¥ = [¢'/s]E’. From
Y, I + H,x, we have ¢ < . It is clear that ¢’ < ¢.
Therefore, &, T - H', x.

T-Invk Let s be x = y.m(z). By Rule T-Invk, I'(y) < [m :

(tym;®)], tyom < (teniss M) X Targ — Tressand I' F z :
Targ || T'. We only consider the case that T (y) = ¢,
I'"Fy:this || Ty, c{, <m Ti(y),and T” = [gl'//Fl(y)]Fl.
By Lemma E.1, 3%’ such that ¥/, T'y + H, .
Let lookup(f, x(ft)) = function f(z'){s;return 2'}. By Rule
R—Invk, if X' = {this — x(y),z’ — x(2), ft — x(ft)} and
H,x',s ~ H' ,x", then H,x,z = y.m(z) ~ H' x|z —
X”( )] Similar to the proof for Lemma 3.1, we can show
that 3%”, T2 such that ¥, T's = H’ x”. By the induction
hypothesis, Vi € dom(E’), ¥"(t) < ¥'(1). Together with
sy <m Ti(y) and ' = [, /T'1(y)]T1, we have X", T +
Xl o X ().

O

We now show that the constraint set generated from a program
is satisfiable iff its closure is consistent.

Lemma E.3. If E s P : C' and C = Closure(C') is consistent,
then C is satisfiable

Proof. We only show that S = Solution(C) satisfies four types of
constraints in C: V <y V, V < V.,V [V, and V <y V.
The satisfiability of other types of constraints can be proved the
same way as in the proof of Lemma 4.1.

Consider the constraint set C’, we can create a graph G with
each V as a vertex and a directed edge from V' to V if V <(m,v)
V.,V <m V,or V' | Visin C'. Since C’ is generated from a
program, G is in fact a collection of simple paths. Therefore, by
Rule 14, 16, and 17, if V' can reach V in G, then Upper, (V') C

Upper. (V). Consequently, if C; is the AClosure of C' and C1 —+ 5
Ca, then Cs is also AClosed.

1. Suppose V <(n,vy V' € C. We need to show S(V) <(yn,5(v))

S(V'). As explained above, V is a vertex on a simple path in
G. Also, by the type inference rules, V may not be in another
constraint of the form V < V. Thus, V' < [m' : ] € C iff
V< [m':]eCforanym’ #m.
Now we consider three cases. The first case is when m is not a
member of S(V'). By Rule 13,V < [m : (V, )] € C. Then,
S(V) = (S(V),*). The second case is when S(V')(m) =
(S(V'),*). In this case, C does not have constraint of the
form V' < [m : (V',0)] and therefore, Rule 14 does not
add constraint of the form V < [m : (V' 0)] to C and
S(V)(m) = (S(V),x*). The last case is when S(V')(m) =
(S(V),) where @ < 4. By the definition of Solution, C
contains constraint of the form V' < [m : (V’,0)] and Rule 14
adds V < [m : (V’',0)] to C. In this case, S(V)(m) =
(S(V), ). Therefore, S(V) <(m,s(v) SOV').

2. Suppose V <V € C. If S(V)(m) = (S(V'), ), there exists
a constraint of the form V' < [m : (V’,%)] in C. By Rule 15,
V< [m: (V' ,¢)andV < [m : (V',0)] are in C. Thus,
S(V)(m) = (S(V'),4’) and e < 9" < 9.

3. Suppose V | V' be in C. By Rule 16, if V < [m : (V,9)] € C,
then V' < [m : (V,4)] € C. As explained above, V' is
a vertex on a simple path in G. By the inference rules, )’
may also appear in a constraint of the form V' < V’. But
by the consistency rules, V' < [m : (V,%)] € C. Thus,
VY <[m:(V,*)] €Ciff V' <[m:(V,*)] € C. By Rule 21, if
V' <[m:(V,e)] €C,thenV < [m: (V,e)] € C.

Therefore, Ym € dom(S(V")), either S(V)(m) = (7,%),
SWVHY(m) = (r,4"), v < ¢ < eoryp =9 = o, or
S(V)(m) = undef, S(V')(m) = (r,0). Thus, S(V) L S(V').

4. Suppose V < V' € C. As explained above, V is on a simple
path in G. Also, by the inference rules, V' does not appear in
a constraint of the form ¥V < V. Moreover, the constraints
of the form V < [m : (V, )] are added only by Rule 13,
while the constraints of the form V < [m : (V,0)] are added
only by Rule 15. Thus, by Rule 17, ¥V < [m : (V,%)] iff
V' < [m : (V,y)] where p = % or ¢ = o. Similar to
Lemma D.1, we can show that if m € M and VoV’ are in
C, then V' < [m : (V,0)]. for some V. Thus, by Rule 18
and 19, form ¢ S(M),V < [m : (V,e)] € Ciff V <
[m: (V,e)] € C,and form € S(M),V < [m: (V,e)] €C
iff V' < [m: (V,0)] € C. Thus, S(V) <gsm) S(V').

O
Lemma E4. IfC is satisfiable, then Closure(C) is consistent.

Proof. We show that if C is satisfiable, then its closure is also
satisfiable, which implies consistency. For this, we need to prove
that if S is a satisfiable solution to C,andC — 4 C' orC — 5 C’,
then S is also a solution to C’. We will only consider the additional
closure rules for the extended type system.

Rule 12 If {V < [m : (V,)],V < [m : (V',)]} C C, then
V<V, V' <V}C ¢’ Since S solvesC S(V) = ( N,
which implies S(V) < S(V') and S(V') < S(V).

Rule 13If V <(,yvy V' € C, then V < [m : (V,%)] €
C’. By definition, S(V) <(m,s(vy) V' implies S(V)(m) =
(S(V), ) where ¢ < . Thus, S(V) < [m : (S(V), *)].

Rule 14 If V <(;,vy V' and V' < [m' : (V’,w)] are in C,
then V < [m : (V',¢)] € C' where m’ # mor ¢ = o.
Suppose m’ # m. Since S(V) S(ms(V)) S(V')and S(V') <
[m" = (S(V'),¥)]. SW)(m') = SV')(m') = (S(V'), ).



Suppose ¥ = o. Then, S(V)(m/) = (S(V'),¢') and @ < ¢,

Therefore, S(V) < [m/ : (S(V'), )]

Rule15IfV < Vand V < [m : (V’/lﬁ)] are in C, then
V< [m: (V,¢)]andV < [m : (V' 0)] are in C'. Since
§(V) < S(V) </[m C (S(V), )], we have? # x and
S(V) < fm: (S(V'),¢)]and S(V) < [m : (S(V'), 0],

Rule 16 If V | V' and V < [m (V,¢)] arein C, then V' < [m :
(V.4)] € C'. Since S(V) L S(V).if S(V)(m) = (S(V), ),
then S(V')(m) :/( ( )s 1/12) nd Y1 < 2 < eor ¢y =
Y2 = o. Thus, S(V') < [m : (S(V ),1/1)]

Rule17If ¥V <ap V' and V' < [m : (V,9)] are in C, then

V < [m: (V,¢)] € C'. Since S(V) <S(M) S(V'), for
m & S(M), S(V)(m) = S(V')(m), and for m € S(./\/l)
S(V)(m) = (r,0), S(V')(m) = (7,¢'), and @ < ¢'. Thus,
S(V) < fm: (S(V),9)].

Rule 18 If V <p V', m € M,and V' < [m : (V,0)] are in
C,thenV < [m : (Ve ] € C'. Since S(V) <S(M) SV
and m € S(M), S(V)(m) = (, ). Therefore, S(V) < [m :
S(V), ).

Rule 19T C —a C {V <u V',V < [m : (V,0)]} €
and{mEM}ZCthenV<[m:( o) € C/Slne
S(V) <scn SOV) andm & S(M), S(V) () = SO/ (m).
Therefore, S(V) < [m : (S(V),e)] implies S(V') < [m :
(S(V), e)]. Also, as shown earlier, C’ remains AClosed so that
the closure of C’ will not add m € M, which could invalidate
S as a satisfiable solution.

Rule20 If C —4 C, {V <(m,v) V.,V < [m’ : (V/,O)]} €
C, then V' < [m/ : (V' e)] € C' where m" # m.
Since S(V) <(m,svy SV') and m' # m, SV)(m') =
SOV (m'). Thus, S(V') < [m : (S(V’),e)].

<
<

~

Rule21 If C —4 C, {V | V)V < [m : (V,e)]} € C,
then V < [m : (V,e)] € C'. Since S(V) | S(V') and
S(V') < [m ([ (V),0)l, S(V)(m) = (5(V), ) and ¢ < e.

Thus, S( ) < :(S(V),e)].

O



